Reply to Reviewer 2:

1. My main concern is on the generality and validity of the sample size recommendation made at
the end of section 3. First, it was based on quite a limited set of simulation studies. Second,
some other factors are expected to play a role. For example, the same sample size n=100 means
completely differently for the cluster size K=10 vs K=100. The recommendation might be an over-
simplification. The authors might want to quantify some other conditions considered, e.g. the
range of K. Otherwise, | only have several minor comments.

Thanks for your suggestion. First, we want to clarify that the notation K is for the sample size,
and n is for the cluster size in our manuscript. Currently, the range for the cluster size n is 5-
20. Now, we run additional simulation for extreme cases with n = 100 as mentioned above. To
further investigate the effect of cluster sizes, we run additional simulations for the cases with
binary outcomes and equal cluster size as well. For each variance estimator, the sample size
K =10, 20, 30, 40, 50 and a wider range of the cluster size n = 5, 20, 50, 80, 100 are investigated. We
consider two correlation structures, independence and exchangeable, but the results are similar
to each other. Thus, only the results using exchangeable correlation structure are provided and
shown in Figure 1 and Table 1 below. From Figure 1, we can see that Type | error rates fluctuate
around 0.05 varied by cluster size for each variance estimator with the recommended sample size
in the manuscript. Also, from Table 1, we found out that the higher cluster size n can somewhat
improve the performance in preserving Type | error, but the effect is not as substantial as the
sample size K. In other words, when K is quite small, the performance on preserving Type | error
is still not good even though n is extremely high. Please refer to the asymptotic properties of the
parameter estimates in GEE ({). In addition, due to the fact that in most practical longitudinal
designs, the cluster size (i.e., the number of observations within-subject) is usually less than 30
2 8). Thus, our recommendation can be applied in general cases (i.e., n > 5) based on current
extensive simulations. We have made revision on the statements in the second paragraph on

Page 7, and also add the limitation of our work in the first paragraph of Section 5 on Page 9.

2. Figures: it is difficult to tell which lines are for which methods. Different line types/colors corre-
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spond to different methods; adding some symbols to distinguish the methods might help.
In the manuscript, we used different line types/colors for different methods. Now, we add symbols
to further distinguish the methods. We admit that it is slightly hard to distinguish them in some

figures because the results of several methods are somewhat overlapped.

. Line 22 on p.3: "if V; is correctly specified, then V., reduces to ...”; actually they are only asymp-
totically equivalent, not so for finite samples.

We have rewritten that sentence to make it more rigorous.

. Add the reference(s) for each method in Table 1?

We have already added the reference(s) for each method in Table 1.
. The writing can be further polished. Currently it contains some typos, for example:

1) Lines 21 on p.1, line 7 on p.2: "perform satisfactory” — "perform satisfactorily”?
2) Many places, "degree of freedom” — “degrees of freedom”?
3) Line 34 on p.4: "approximates to” — "approximately equals to”?

We have carefully went through the manuscript, and corrected all possible typos including the

ones mentioned above. We also asked an English native speaker to go through the manuscript.
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Binary Outcomes, Exchangeable
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Figure 1: Type | errors based on t—tests for binary outcomes with the true correlation structure as
exchangeable. Equal cluster sizes are considered for each scenario with the values of 5, 20, 50, 80,
100. The sample size K is the recommended value for perserving Type | error.



Table 1: Type | error for the case with binary outcomes based on ¢—tests
K n=5 n=20 n=50 n=80 n=100
10 LZ  0.069 0.072 0.055 0.090 0.066

MK  0.046 0.048 0.038 0.055 0.041
PAN 0.047 0.055 0.044 0.064 0.056
GST 0.031 0.030 0.026 0.041 0.024
KC  0.040 0.047 0.038 0.053 0.039
MD  0.039 0.047 0.038 0.056 0.043
FG 0.058 0.055 0.048 0.071  0.054
MBN 0.001 0.015 0.023 0.044  0.029
WL  0.044 0.054 0.046 0.053 0.049

20 Lz 0.070 0.077 0.057 0.052  0.067
MK 0.059 0.061 0.047 0.046  0.056
PAN 0.055 0.058 0.054 0.052 0.058
GST 0.044 0.049 0.040 0.035 0.040
KC 0.056 0.056 0.053 0.044 0.055
MD  0.046 0.062 0.042 0.056 0.057
FG 0.065 0.066 0.054 0.050 0.061
MBN 0.014 0.048 0.038 0.040 0.048
WL 0.051 0.056 0.053 0.051 0.056

30 Lz 0.054 0.076 0.050 0.063  0.065
MK 0.049 0.064 0.044 0.056  0.057
PAN 0.053 0.046 0.050 0.058 0.048
GST 0.046 0.056 0.033 0.045 0.045
KC 0.048 0.068 0.041 0.051 0.054
MD  0.052 0.060 0.048 0.046  0.056
FG 0.049 0.071 0.046 0.060  0.058
MBN 0.019 0.055 0.040 0.050 0.053
WL 0.050 0.065 0.040 0.058 0.058

40 Lz 0.056 0.054 0.060 0.060  0.051
MK 0.052 0.047 0.053 0.054 0.045
PAN 0.052 0.047 0.049 0.055 0.048
GST 0.044 0.0839 0.039 0.050 0.041
KC 0.054 0.047 0.054 0.053  0.047
MD  0.049 0.046 0.053 0.054 0.045
FG 0.063 0.049 0.056 0.047  0.049
MBN 0.036 0.041 0.053 0.049 0.044
WL 0.051 0.047 0.046 0.055  0.048

50 LZ 0.057 0.046 0.046 0.053 0.056

MK  0.050 0.042 0.045 0.044 0.055

PAN 0.050 0.045 0.045 0.043 0.053

GST 0.045 0.041 0.040 0.036 0.049

KC 0.052 0.046 0.050 0.046  0.053

MD  0.050 0.042 0.044 0.044 0.055

FG 0.054 0.044 0.045 0.049 0.055

MBN 0.044 0.040 0.041 0.042 0.053

WL 0.049 0.045 0.045 0.043 0.053
Note: 1) The exchangeable “working” correlation structure is considered; 2) The results of Type | error in red above are
provided for each variance estimator under the scenario with the corresponding recommended appropriate sample size.




